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" SUMMARY

A class of almost unbiased regression-type estimators is proposed with
the help of the Jack-knife technique developed by Quenouille [1] for simple
random samplirig in two phases. The mean square crror/variance expressions
'of the resulting estimator is derived. Optimum estimator in the proposed
class of estimators is also investigated and its mean square crror/variance
is compared with the usual biased linear regression estimator and it is found
that they are approximately the same.

Keywords : Almost unbiased regressnon tS'pc estimators, Simple. random
sampling, Optimum estimator, Variance/mean square error.

Introduction

If the necessary auxiliary information is not readily available for the population
before sampling, such information is collected for a larger preliminary sample and
then more precise information is collected for the variable under study on a final
or second phase sample. The technique known as two phase sampling, consists of
taking a larger sample of size n’ by simple random sampling without replacement

N

(SRSWOR) to estimate X = N'l E X; the population mean of auxiliary character

x while a subsample (or a second phase sample) of size n out of n’ umts is drawn

by SRSWOR to abserve the characteristic y under study Denote X’ = E X,/ n’the
- =1

sample mean of x based on n"andXx = n’ E x,andy=n" E y the sample means

i=1 i=1
of x and y, respectively. For estimating the populatlon mean Y=N" Z y; of the
i=1
study character y, the double (or two phase) sampling regression estimator is
defined as .

Yia = y+B(i'—i) 1.1
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Income & Expenditure Account for the year ending 31st March 1995

Current

Previous Expenditure Current Previous Income
Year Year Year . "~ Year
44,755.00 To Establishment Expenses 46,755.00 40,000.00 By Grantin Aid from Govt. of
5,651.22 To Printing & Stationery 3,468.63 India, Ministry of Agriculture,
700.00 To Audit Fees " 700.00 Dept. of Agricultural 40,000.00
1,779.00 To Travelling & G 2,657.00 Co-operation
8275 T° c’.a‘f :g « onveyance 103,00 150.00 By Sale of Cycle —
‘ -5 ToLycle Repairs - 14,279.97 By Deficit for the year trfd. to :
—  Tolegal Exps. 3,300.00 Balance Sheet 17,904.63
1,362.00 To Depreciation on Assets 921.00
§4,420.97 57,904.63 §7,904.63

54,420.97
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2 . . .
where B = Syx/ S, is the sample regression coefﬁ.c1ent of y on x,

Sy = -1 Z0-P -0 and 8 = @- 1 E -7

1 1=

The bias and mean square error (MSE) of y,, to the first degree of

- approximation, are respectively given by

___ N @-n B(Fa Mo
BOW="N-2" -n(u“ “’zo] (1.2)
and " MSE(yy = [[%—#]Si (1 —p2)+(#—}%]83:| (1:3)

[See Sukhatme et.al. [2}, page 245]

(x, - X) (y, ~Y)/N, r20,s>0; (r, s) being non-negative
1

where p =

A

N —

integers, Sj = Z(y,- Y)* /(N —-1) and p is the correlation coefficient between
i=1

x and y.

* It follows from (1 ~2) that the estimator y, 4 18 biased. To obtain almost

unbiased estimator, divide the second phase sample at random, into k (=2)
sub-samples, each of size n/k (assumed to be an integer m) and consider the
estimator of the form :

A 1X_.
Y= __?ly(ld)j (1-4)
A ' : '
‘where y(‘[ 0 = [yj‘ +p X —ij')] is the standard regression estimates computed
. . . _. (ny-my)
from the with group j omitted; j = 1, 2, .. k ; ¥, = ———>
j (n —m)
—, (x-—mx) _ "
X[ = —(n_—m)L : @j ,xj) being the j subgample means of y and x respectively;
A
B = [(—1)S, —(m-1)S, 1/ [(1-1) S} - (m~-1) S,
\ 1 o — — 2 1 o —\2
Sy = (m-1), )=:1(yji Y G Sy = (m-1) ifl(xﬁ %)
and m = wk
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Al
The bias of Y’, , to the first degree of approximation is obtained as follows :

B, = - N _(n'_n+m)3[@_@]_ @)

(N-2) n(n—m) | TP 1398

A
The mean square error of Y’ , to the first degree of approximation is obtained
as follows :

Define _ _ ' A
'Y = Y(+ey), x= X(1+ep), X' =X(1+¢") and B} = B(1 +¢5)
such that E(ey) = E(p=E() =0
and ' '

E@) = B+0a™)
= E()= 0™

Expressing (1.4) in terms of e*s and e,’, we bave

b lk = Ty * L
Y= —Z‘. Y(l+e0j)+BX(1+ezj)(e1’—e1j)]

_Ls(—_ * , LI ] LI .
Y+k2‘[ 0 ( I (e);—e)/ +ey¢e;-¢eye)

j=
A

et k C » l * *
or Yyu-Y) = iz{ (pE-“](elj —e +e; elj—el’e,_j)} (1.6)

Sy/Y and C = Sx/i

=<

where Cy

Squaring both sides of (1.6) and ignoring terms involving e’s having power
greater than two, we have

2
~r r Yz k -« C "
(Y'Ld_Y)z_F[E{eoj_[l)a—:](elj_elx)}]
' Y k C C ,
‘_i. pC (elj 2ey; ¢/, +¢” -2 (eoJ ey~ jel)
C * , o xN
eoj em : (eoj eu eo, D= C (eljem"exeon)
J#l 1 . x X

C % ® -, /
+[pE¥I(tee”—e1je’l—e”e1+ef)H (1.7
X .
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- The following results can easily be established :
E(ey) = AC2, E(e;) = ACZ, E(egel) = ApC,C,,
E(?)= E (e, = E(ee)=1"C2,
E(ey¢’)= E(eye’))= 1" pC,C,,
E (eg; €) = AC§,E(e;je;,) = Eleg €y;) = ApC,C,,
E(ejjep) = A (o

where

_(N-n+m) ,._ (N-n) _ 1 2_ a1 1) 1
A= Na-m * = wn andA_(k—l)z[(k 2k)[ﬂ' ‘N} N]

Taking éxpectation of both sides of (1.7), and using the above results and
after simplification, we get the MSE of Y’ , to the first degree of approximation

as . .
L, v _ (1. 1) n, (1 Ljae|_ ' '
MSE (Y, = [(n_n’ ]Sy(l -p )+(n,—NJSy] = MSE(y,, (1.8
2. The Class of Estimators
. A
Taking the linear combination of y, y , and Y’ ,, define the following class
of estimators of Y as
A _ _ A )
Y=wy+tw,y+w, Y, ’ @
where w,, w, and w, are constants such that
W+ Wy tw,y =1 . (2.2)
It follows from, (1.2) and (1.5) that an estimator in the class (2.1) is
~ unbiased if and only if :
Swy,+w, =0 2.3)

where 5= -n@-m 2.4)
(W -n+m)n
If we. set w, = a, w3'= fandw, = (1-a—6) then unbiasedness
condition in (2.3) reduces to ‘

0 = —S(X, (2-5)
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(at, 8) being the chosen constants.

Thus, obtain a general class of almost unbiased regression-type estimators
a - 1 X,
Y, = (1—01(1—8))y+ony,d—chEj.::l Yoo (2.6)

for population mean Y.

Remark 1.1. (i) For a =0, Y yields the usual unbiased estimator y while
for a=(1 - -8 it reduces to

A ’_ _ k
Y, = [(n ::,+m)°k'-ild (nn n) ( (k-1) E (ld)_;:l Q@7

A
(ii) For a=§7", Y, reduces to another almost unbiased estimator

2 (28—1)_ _1_' 1 E ;
= T g E Sy 2.8)
i s
(iif) For a=~&",Y, boils down to
& [ 1,— — v 1 .k —» '
Y,=|8 (y_YId)+E '21 Yaay; (2.9)
L 1= .

which is almost unbiased regression-type estimator of Y.

ALY A Y
Remark 2.2, For | B = < B,- =, Y, reduces to a class of almost

- _ J
unbiased ratio-type estithators of Y designated by

k .
Y., [{l—a(l—ﬁ)}?+a?(§’/i)—a5% z ?}@'ﬁf)} (210
j=1

—x

' A v : ; A
while for [B = —%,’ B; = ——3‘_,";], Y, gives

A

Yap = {{1—a(1—8)}§+aiﬁ/§’)—a8

I
[l g
I M o~

J

i (i.‘/i')} (2.11)

1
whxch is a class of almost unbiased product-type estimator of Y.

It is to be noted that for dlffereLt choicgs of o many almost unbiased
ratio and product-type estimators from Y, and Ymp defined in (2.10) and (2.11)
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respecti]vely, can be genérated. Further, it is .to be remarked that many

\regression-type (almost unbiased) estimators can be had from Y in (2.6) just

by substituting different values of o. -

A
3. Optimum Estimator in the Class Yq in (2.6)

Al
To obtain the variance of Y, use the following results :

vy = Mew g
1 1\
Vo =V [ Ey(ld);) - S (1-ph+ [F ﬁ]sy] t
_1k 1 X, ‘
Cov(y,yld)—Cov(y-EE d);] Cov[yldizlyd)JJ=V@,d)
= = )
' 3.1

From (2.6), we have
k .
V@, = [{l—a(l 8 P VI + &V F+ o V[%,fl ?Gd)j]
+200{1-0(1-8) }Covy, ¥y

: K
208 {1-a(1-95)}Cov {i»% '21 Tld)j}
j=

W

1
— 2(],2 8 Cov [yld, T(']El ad)j ]} (3.2).

Using (3.1) in (3.2), we get
. _[(1l_1)e _ sy 1 1),z
V(, = [(n N]Syﬂx(l & {a 8) 2}(n - ]S p ]
K
which is minimized for
a=(1-8" (3.4)

Substituting o = (1 —-3)! in (2.6), we get the optimum estimator in the -
class (2.6) as : : : '

JY‘*O _ [(n'_:’+ m)'k'yld -n) k-1) 1) k ): y(ld)j] 3.5)

n’ k
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A
Substituting @ = (1-8)"" in (3.3), we get the variance of Y, as
vy=| (Lol )21yl 1 )2 ,
V(Y = [(n ll,sz(l p)+[n NJSY] 3.6)
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